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Abstract—The Siamese fighting fish (or betta) can be 

seen as ASEAN signature and heritage that should be 

preserved and collected in form of an intelligent model. 

This paper is proposed to create the R-CNN based 

model to investigate what the breed of an unknown 

betta image is (using only an image), called 
“SiamFishNet”. The model is formulated from 87,560 

betta images that cover 12 breed of bettas: (1.) Veil 

Tail, (2.) Crown Tail, (3.) Half-moon, (4.) Super-delta 
Tail, (5.) Rose Tail, (6.) Butterfly Tail, (7.) Dragon-

scale, (8.) Bumble-bee, (9.) Paradise, (10.) Elephant-

ear, (11.) Orchid, and (12.) Spade Tail, respectively. For 

verification, our model measured by average precision. 

The result shows that our model has the average 

precision as 84 %.   (Abstract) 
Keywords-component; Fish Recognition; Region 

Proposals; Convolutional Neural Networks;   

I.  INTRODUCTION  

The Siamese fighting fish (known as “betta”) is a 
small colorful aggressive fish that can be often seen in 
ASEAN like Thailand, Laos, Malaysia, Cambodia, 
Indonesia and Vietnam. Since the first betta was 
originally found in any canals from Thailand (Venice of 
the East).  

At early stage, native people were interested in the 
wild fighting game between 2 bettas, known as Siamese 
fighting fish(es). From the historical evidence, the King 
Nangklao of Thailand (Rama III) firstly launched 
licensing and collecting these bettas [1]. The king gave 
some bettas to Theodor Edvard [2] – a Danish zoologist 
and botanist during 1809–1860 who firstly published an 
article about Siamese fighting fish within his 
international encyclopedic archives. As of today, some 
fish fighting matches can be easily seen in many 
ASEAN countries that look like a general combat 
boxing.  

To put it another way, Pierre Carbonnier – a French 
ichthyologist who initiated to see those colorful bettas as 
one of ornamental fishes inside the aquariums [3] and he 

also was awarded the Gold Medal for researching and 
breeding of bettas at European International Exhibition 
of sea and river industries at Paris in 1875. Later, some 
new colorful patterns of fishes from the breeding 
between colorful fishes and bettas were firstly done in 
Berlin during 1894-1896 by Paul Matte (all betta-
samples in his experiment, collected and supported by 
Carbonnier) – a well-known German tropical fish 
breeder. In 1963, a scene of brutal fighting between 
bettas in an aquarium was renowned to the world from 
the film “James Bond: From Russia with Love” [4] with 
a dialogue “…Siamese fighting fish, a fascinating 
creatures, brave…” – Ernst Stavro Blofeld (a fictional 
character in James Bond, acted by Anthony Dawson). It 
is obviously seen that betta fighting and its beauty is 
absolutely one of ASEAN heritage.  

   
(a.) Veil Tail (b.) Crown Tail (c.) Half-moon 

   
(d.) Super-delta Tail (e.) Rose Tail (f.) Butterfly Tail 

   

(g.) Dragon-scale (h.) Bumble-bee (i.) Paradise 

 
 

 

(j.) Elephant-ear (k.) Orchid (l.) Spade Tail 

Figure 1.  Taxonomic breed of bettas 
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Figure 2.  The organization of our R-CNN based “SiamFishNet” Framework 

Since the taxonomic breed of bettas can be classified 
into 12 categories: (1.) Veil Tail, (2.) Crown Tail, (3.) 
Half-moon, (4.) Super-delta Tail, (5.) Rose Tail, (6.) 
Butterfly Tail, (7.) Dragon-scale, (8.) Bumble-bee, (9.) 
Paradise, (10.) Elephant-ear, (11.) Orchid, and (12.) 
Spade Tail. Each breed of betta has different physical 
appearance like color, shape, texture and size that most 
betta experts can investigate the breed of betta by their 
eyes. Different appearances make various pricing. To 
that end, it is feasible to use machine learning as an 
intelligent investigation of betta’s appearance from an 
arbitrary image for online colorful betta website that can 
be processed on the high-performance cloud [5-6] 
infrastructure.  

Due to computer vision [7-8] with machine learning 
[9-10] that is successful in many intelligent applications 
like Generic Scene Classification [11-13], Tourism 
Image Captioning [14-16], Heritage Recognition [17-19] 
Face Recognition [20-21], Semantic Folklore Retrieval 
[22-24], Food Recognition [25-27] and Remote Sensing 
[28-31], etc. In this paper, we propose a novel 
“Investigation of Siamese Fighting Fishes” that uses the 
framework of Region Convolutional Neural Networks 
(R-CNNs).  

Since Convolution Neural Networks (CNNs) (known 
as AlexNet) outperformed the hand-crafted SIFT-based 
recognition [32] within a medium-sized codebook [33]. 
As well as traditional fish recognition [34-36] that CNN 
for this work is also better than traditional scheme in 
terms of accuracy and efficiency [37-38]. 
Notwithstanding, CNNs is mainly for image retrieval 
like generic fish classification. Moreover, the specific 
fish (specific bettas) recognition from the aquarium 
should be both localized and classified that is 
appropriately done by R-CNNs [39]. During the R-CNN 
training, the region proposals within a betta image are 
computed in term of fine-tuned CNN descriptor. And the 
descriptor with its label is trained to SVM classification. 
As well as testing, an unknown betta image is computed 
in term of CNN descriptor. And the SVM classifier 
investigates the label of image. Our model was 
formulated by the large-scale 87,560 betta images which 
only covered 12 breeds (labels or categories). All images 
were dedicated to an expert from the local community of 

betta breeders. We denominated our collection and 
model as “SiamFishNet” that has the average precision 
as 84%. 

The organization of our R-CNN based intelligent 
model “SiamFishNet” is composed of “Region 
proposals” in section 2. Section 3 describes “Visual 
geometry group architecture”. Section 4 and 5 as 
“Support vector machine model” and “The investigation 
of Siamese fighting fish” are explained about training 
and testing of SVM model that are shown in Figure 2.     

II. REGION PROPOSALS 

A selective search algorithm is proposed to segment 
those category-independent regions within a betta image 
called “Region Proposals (RP)” [40] before the Visual 
Geometry Group Architecture of CNN. Significantly, 
the RP selective search is totally based on  

“Color Similarity ( SimColor )”, “Texture Similarity 

( SimTexture )”, “Size Similarity ( SimSize )” and “Shape 

Consistency ( ConsShape )” as (1). 

 

        
ConsSimSimSim ShapeSizeTextureColor          (1) 

 

A. Color Similarity 

Color similarity in each i-th region ( ir ) is computed 

by one-dimensional color histogram for each channel 

using 25 bins (  n

iiiii ccccC ,...,, 321= , where the 

dimension n =75).  That is to say, the color similarity 

between the i-th region ( ir ) and the j-th region ( jr ) can 

be measured by (2). 
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B. Texture Similarity 

This measurement uses the same concept as a well-
known FAST description (a dimensional reduction 
version of SIFT-based approaches) that takes Gaussian 
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derivatives among its 8 neighbor-pixels by  =1 in each 

channel using 10 bins (  n

iiiii ttttT ,...,, 321= , where 

n =240). Texture similarity between the i-th region ( ir ) 

and the j-th region (
jr ) can be measured by (3). 
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C. Size Similarity 

Those small regions are merged together to ensure 
that object locations in any flexible pyramid scales from 
any parts of an image using the fraction of an image that 

the i-th region ( ir ) and the j-th region (
jr ) are joint 

together as described by (4). 
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where )(imsize  is the size of an image (or a 

number of pixels) 

D. Shape Consistency 

Shape consistency measure how compatible the i-th 

region ( ir ) and the j-th region ( jr ) fit together. In case 

they are hardly touching together, they will be a form of 
strange region that must not be merged. The bounding 

box between ir  and 
jr  is defined as

ijBBox . The shape 

consistency can be measured by (5). 
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III. VISUAL GEOMETRY GROUP ARCHITECTURE 

The selected regions with their bounding boxes from 

previous RP are input to a fine-tuned CNN architecture 

named Visual Geometry Group (VGG) [41] to extract 

all CNN features as shown in Figure 3. 

 The VGG consists of low-level layers as 

Convolution-coupled with ELU layers and middle-level 

layers as Max-pooling layers (For R-CNN, the Support 

Vector Machines: SVMs is used as a model creation 

instead of Fully-Connected layers: FCs). The even 

number of layers in convolution and the odd layer 

number for max-pooling. The output nodes of previous 
convolution-coupled with ELU and max-pooling layers 

are grouped into 2D-plane feature mapping. Each layer 

plane is mostly inherited from the combination of 

previous layers. 
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Figure 3.  Visual Geometry Group (VGG) Architecture 

A. Convolution-coupled with ELU Layers 

The previous layers were multi-scalable mapped to 
formulate the output of kernels (also called “encoding”). 
Within the layer, each convolution is solved the vanish 
gradient problem by an ELU (Exponential Linear Unit) 
activation function [42]. Not only ELU totally speeds up 
the learning by adaptive parameter but also improves the 
accuracy. The ELU activation function of current i-th 

node (
l

ix ) can be computed from the previous i-th node 

(
1−l

ix ) using (6). 
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For the convolution computation can be visualized in 

Figure 4. 
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Figure 4.  Visualization of Convolution Computation 

 

B. Max-pooling Layers 

A pooling layer operates the down sampled 
operation on the input maps. A popular max pooling was 
firstly done in AlexNet 2012. It was proved that the 
convolution layer after max pooling often yields the high 
accuracy of CNN-descriptors before they are trained into 
the machine model. To give an illustration, a max 
pooling can be shown in Figure 5. 
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Figure 5.  Visualization of Max Pooling 

IV. SUPPORT VECTOR MACHINE MODEL 

From the previous sections, a betta image is in form 
of CNN-descriptors with different sizes. Only the CNN-
descriptors with a label input to this section to create the 
(Support Vector Machine) SVM [43] learning model 
that is composed of The combination of paired-feature 
from n-size, Label categorization and Linear Separation, 
respectively. 

A. The Combination of Paired-feature from n-size 

Each paired-feature is unordered and selected 
without replacement from the n-size of all features using 
(7). 
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For instance, all paired-features from n-size can be 

shown in Figure 6. 
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Figure 6.  The Combination of all Paired Features 

B. Label Categorization 

A large number of betta images in term of many 

CNN-descriptors with their labels are plotted in each 

paired-feature, called the categorization of labels. And 

the line between categorizations is drawn as Figure 7. 

C. Linear Separation  

The previous label categorization is mapped the non-
linear line into linear line using the convolution of 
Gaussian Radial Basis Kernel (GRBK) function 

( ),( ji LLK ) between neighbor labels },{ ji LL  as (8). 
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The visualization of linear separation mapping by 
GRBK Kernel function can be shown in Figure 8. 
 

V. THE INVESTIATION OF SIAMESE FIGHTING FISHES 

After the Support Vector Machine model has been 
created from CNN-features with their labels, the model 
is used to investigate an unknown betta image. Firstly, 
an unknown betta image input to the section 2 “Region 
Proposals (RP)” to select the region. After that, the 
selected regions are extracted by fine-tuned Visual 
geometry group (VGG) in section 3. Finally, this section 
investigate what breed of an unknown image is. 

We use the average precision (AP) from 12 labels (or 
breed of bettas) as our model verification. 

From Figure 9, Crown Tail and Elephant-ear have 
the highest precision as their distinctiveness. Veil Tail, 
Paradise and Spade Tail perform higher than 90%. In 
contrast, Half-moon, Super-delta Tail, Rose Tail and 
Butterfly tail sometimes are looked similar that made 
them lower than 80%. Moreover, the number of samples 
in Rose Tail, Super-delta Tail and Orchid are less than 
other labels that may cause the precision. And the AP of 
our model is 84% that is formulated from 87,560 betta 
images. 
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Figure 7.  Label Categorization with Line 

 
:

Li =Veil Tail Lj =Crown Tail

F1

F2

:

:

Veil Tail Crown Tail

F1

F2

:

( )

( )( )

( )

( )( )

( ) ( )

( )

( )
( )

( )
( )

( )

( () )
 

Figure 8.  Mapping the Non-linear to Linear line using Kernel 

Function 

 

 

Figure 9.  Model Verification by Average Precision 

VI. CONCLUSION 

This paper called “SiamFishNet” presents R-CNN 
model for betta (or Siamese fighting fish) categorization 
into 12 breeds (or labels) that can be divided into 2 parts: 
training and testing. For training, a betta image with its 
label firstly inputs to section 2 “Region proposals” to 
select some appropriated regions within an image. After 
that, the regions are model in term of CNN-descriptors 
by section 3 “Visual geometry group”. Finally, the 
CNN-descriptors with its label is trained to create a 
computer model by section 4 “Support vector machine 
model”. As well as testing, an unknown image inputs to 
section 2 and 3. And the model investigates what label 
of the betta image is. For verification, our model uses 
the average precision as 84%. The highest precision 
consists of Crown Tail and Elephant-ear. Since we use 
only 87,560 betta images to create a model. For future 
work, R-CNN has high precision but it is less time 
efficiency. Moreover, the higher precision needs more 
samples. We can use the generative adversarial networks 
(GANs) [44-45] to randomly generate more million 
betta images.  
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