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Abstract—The trend of news are represented in an image 
with a short description (or caption) and quickly shared 
on social media. Most short captions in many languages 
(e.g., English, Indonesian, Myanmar, Chinese, Arabic, 
etc.) are manually written by human. Instead of human 
labor, the visual objects within an image have enough 
information to autonomously generate the caption, called 
image captioning. Thai image captioning (Thai-IC) is 
such a new problem in Thai natural language processing 
(Thai-NLP) to make the model understand the image. 
This paper proposes an end-to-end deep learning model to 
generated Thai image caption. The model consists of 
encoding stage by convolutional neural network (CNN) 
and decoding stage by recurrent neural network (RNN). 
Visual geometry group in 16-layers (VGGNet-16) is used 
to extract visuals from an image as CNN-encoder. The 
visuals are used to generate Thai captions by Long-short-
term memory (LSTM) as RNN-decoder. Thai captioning 
corpus is constructed by secondary and primary data that 
has 10,732 images. This Thai-IC is evaluated by Bilingual 
Evaluation Understudy (BLEU) on the 10-fold cross 
validation. (Abstract) 

Keywords-Thai image captioning; Thai caption 
generation; Visual semantic information; Thai image 
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I.  INTRODUCTION  
Million images are posted and publicly shared on 

social media (e.g., Facebook) within minute. The news 
publication trends to rely on the concept “short 
communication” (as well as tweeting on Twitter) that 
makes the readers take only short time [1] to get the main 
information [2], e.g., the real-time traffic news during the 
car running via JS-100 Radio app [3]. Most short 
information of an image shared on the page is still 
manually described by human. Since a digital image 
contains story [4-5], the semantic information can be 
autonomously generated by visual objects [6], without the 
help of textual information.  As well as a famous quote 
from the old age “…An image says more than thousand 

words…” that is possible to generate the image caption 
(IC) using their own contents [7].  

IC is the meeting between computer vision (CV) and 
natural language processing (NLP) [8]. Most recent works 
are related to deep learning. However, those methods are 
proposed to English image captioning. Some other 
languages are also introduced, e.g., Indonesian [9], 
Myanmar [10], Chinese [11], Arabic [12], etc. 

 
Figure 1.  Thai image captioning (Thai-IC), a view from Chao Phraya 

River – a popular cultural tourist attraction in Bangkok, Thailand  

Thai image captioning (Thai-IC) can be categorized as 
a field of Thai natural language processing (Thai-NLP) 
that has been being very long history [13-14] with 
Thailand’s National Electronics and Computer 
Technology Center (NECTEC) [15-16]. Some local well-
known examples from AI for Thai [17] are Thai text to 
speech engine (Vaja: วาจา) [18] and Thai AI anchors 
(Suthichai AI: สุทธิชยั นกัข่าวเอไอ) [19].  
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Figure 2.  The proposed Thai image captioning based on CNN-RNN Architecture 

Thai-NLP researches concerns not only speech but also 
image contents [20]. Most Thai-NLP applications with 
images are only related to Thai handwriting recognition 
[21] or Thai optical character recognition (Thai-OCR) 
[22], known as image to text conversion (a.k.a. Thai-
IMG2TXT) [23].  

Thai-IC is still a new Thai-NLP paradigm that is to 
generate the caption to an unknown image using their 
visual information. Thai local culture or architecture as 
semantic visuals/objects can be used to generate Thai 
caption: Thai folk-gesture [24-25], Buddhism [26-28], 
Thai national animal [29] and food [30-31]. A previous 
research on Thai-IC is original and good beginning [32] 
that generates global scene graph generation (SGG) [33] 
by English caption. Later, those node relations on SGG are 
translated into Thai as an indirect approach. However, this 
method seems to be such a word-level translation that is 
not enough for natural Thai novel captioning because it is 
not directed Thai captioning and limited to the given 
images in database.  

To magnify the previous Thai-IC, this paper proposes 
end-to-end model based on deep learning that constructs a 
Thai novel caption for an unknown image. The proposed 
Thai-IC is based on deep learning that uses convolutional 
neural network (CNN) to extract visual features from an 
image, called encoder. And Thai text understanding (based 
on word embedding) is modeled by recurrent neural 
network (RNN), called decoder.  For the architecture, 
CNN is implemented by pre-trained and fine-tuned Visual 
Geometry Group 16 layers (VGGNet-16) [34] and RNN is 
Long-short-term memory (LSTM) [35].  Thai image 
captioning corpus consists of secondary and primary data 
that contains 10,732 images with Thai captions. 

This paper is organized into 5 sections. The proposed 
Thai image captioning framework is in section 2. The 
section 3 talks about Thai image captioning corpus. 
Experiments are described in section 4. The conclusion is 
finally summarized in section 5. 

II. PROPOSED THAI IMAGE CAPTIONING FRAMEWORK

The proposed Thai image captioning (Thai-IC) 
framework is shown in Fig.2. The first stage is called 
“encoder” that makes visual understanding from an image 
by convolutional neural network (CNN). The second one 
is “decoder” that makes language understanding by 
recurrent neural network (RNN). 

A. Encoder 
Convolutional neural network (CNN) is successful in 

computer vision applications. As well as [36], Visual 
Geometry Group (VGGNet) with pre-training has shown 
the captioning performance in image understanding as 
encoder. Historically, VGGNet [34] was the winner in 
Large Scale Visual Recognition Challenge 2013 (ILSVRC 
2013) [37] competition. VGGNet-16 (16 layers with 
ImageNet pre-training) was shown to be compact but 
great performance. An (RGB) image input is resized into 
224x224x3. Each image has 4,096 feature size. The output 
is a 1,000-sized vector as the representation of an image, 
as shown in Fig.3. 

 

 
Figure 3.  VGGNet-16 architecture as CNN-encoder 

As well as ImageNet [38] pre-training, some local 
images with some specific visuals/objects taken from any 
Thai events are also cropped and trained to the model (as 
fine-tuning), as in Fig.4. 

 

Figure 4.  VGGNet-16 training: pre-training and fine-tuning 
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B. Decoder 
Thai caption is generated as a result of the previous 

visual understanding in encoder, as if the encoder informs 
the recurrent neural network (RNN) what visuals are 
included in the image. RNN is used in word-level 
embedding as decoder. Long-short-term memory (LSTM) 
is used to sequentially generate Thai words or phrases by 
computing the probability from image and the previous 
words/phrases as a sequence-to-sequence (seq-to-seq) 
model. The embedding weights for Thai are learnt during 
the model training. The language understanding is trained 
to predict the next word within a Thai caption. For 
catching up the overfitting problem (in Fig.5), dropout and 
batch normalization are added to perform before the soft-
max layer.  

 
Figure 5. LSTM architecture as RNN-decoder

 
For working, the Thai-IC model based on CNN-RNN 

architecture can be described as following steps: 
 

Step 1:  CNN architecture (based on pre-trained 
VGGNet-16) is used to visual extraction from an input 
RGB image ( RGBI ) that consists of convolution, Max 
pooling and Batch normalization, by (1). 

 
)(160 RGBIVGGx     (1) 

 
Step 2:  The sequential input of RNN architecture 

(based on LSTM) can be computed from the sequence 
of words ( ts ), by (2). 

 

tembedt swx     (2) 
 

Step 3:  Next words probability can be iteratively 
computed by LSTM with the previous hidden memory 
( 1th ), by (3). 

 
),( 1ttt hxLSTMh    (3) 

 
Figure 6.  Construction of Thai image captioning corpus 
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(a) English: Many Buddha images 
are  in front of the great Thai 

painting wall 

(b) English: A few krathongs are 
floating on the water 

(c) English: A candle parade is 
moving on  the road 

(d) English: Many lights are soaring 
into the sky. 

Figure 7.  Images with final caption generations 

Note that the loss function for CNN-RNN architecture 
can be computed by probability and predicted word at time 
( t ) defined by (4). 

n

t
ttRGB spSILoss

1
log),(   (4) 

III. THAI IMAGE CAPTIONING CORPUS  
For constructing Thai image caption corpus (as in 

Fig.6), both secondary and primary data (10,732 images) 
is applied to the experiment. This section can be 
categorized into 1) English to Thai translation and  
2) manual Thai caption construction. 

A. English to Thai Translation 
Firstly, Flickr8k dataset [39-40] (as secondary data) 

contains 8,902 images with English image captions. Each 
image has 5 different captions. Those English captions are 
directly translated into Thai texts by VISTEC thai2nmt 
[41]. This machine translation based on Transformer 
totally reduces the time for manual captioning.  

B. Manual Thai Caption Contruction 
Another one is to manually correct images in local 

events as primary data: Loi Krathong (Thai: ลอยกระทง), 
Songkran (Thai: สงกรานต)์, Royal Barge Procession (Thai: 
กระบวนพยุหยาตราชลมารค), Chinese New Year (Thai: ตรุษจีน), 
Royal Ploughing (Thai: แรกนาขวญั) and other Thai events. 
The primary data contains 1,830 images that are manually 
captioned in different 5 Thai texts. 

IV. EXPERIMENTS  
This section talks about the experimental details that 

can be categorized into 1) experimental environment and 
metric and 2) results. 

A. Experimental Environment and Metric 
The proposed Thai image captioning was trained on 

K80 GPU cloud machine using Keras library. The 
learning model was set as 10 epoch. For the evaluation, 

the Bilingual Evaluation Understudy (BLEU) metric was 
use to evaluate the correctness of translation in each 
generated Thai caption.  The BLEU value ranged from 0 
(min) to 1 (max). The higher value was better. The BLEU 
formulation could be computed by (5). 

4
1

4

1

,1min
i

i
reference

output precision
length
length

BLEU    (5) 

B. Results  
The dataset was divided into training and testing set. 

According to 10-fold cross validation, all 10,732 images 
were randomly grouped into 10 partitions. The first 9 
partitions were used to train the proposed CNN-RNN 
model that each partition had 1,073 images. And another 
one had 1,075 images that were used to for model testing. 
The BLEU scores computed by (5) in each fold are shown 
in Table 1.  

TABLE I.  THE 10-FOLD CROSS VALIDATION 

Fold BLEU-1 BLEU-2 BLEU-3 BLEU-4 
1 70.5 51.3 41.9 29.4 
2 61.6 47.5 44.3 21.7 
3 65.7 52.7 39 28.5 
4 65.2 45.7 43.8 22.8 
5 68 55.3 35.7 34 
6 67.2 46.8 41.4 30.4 
7 62 54.7 43 24.3 
8 58.7 47.2 38.9 31.1 
9 67.2 50 36.2 26.7 
10 61.6 47 42.2 23 

Mean 64.77 49.82 40.64 27.19 
 
The proposed Thai-IC modeled accurately the 

relationship between visuals and correctly generated Thai 
caption in Fig.7(a). In Fig.7(b) and Fig.7(c), the significant 
visuals were well-summarized with the correct captioning, 
although the Fig.7(c) seemed to be similar to Thai Royal 
Barge Procession (Thai: กระบวนพยุหยาตราชลมารค) – an official 
Thai royal event in the river. On the contrary, the model 
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wrongly generated caption in Fig.7(d) “Many lights are 
soaring into the sky” that the ground-truth information was 
the lights were hung on the wires – an image taken from 
Chinese New Year Event (Thai: เทศกาลตรุษจีน). This CNN-
RNN model’s weights and parameters can be transferred 
to a newer model with more data.  

V. CONCLUSION  
The proposed Thai image caption (Thai-IC) relates to 

the solution of manual image captions by human labor. 
This paper introduces the first end-to-end Thai-IC based 
on CNN-RNN architecture as a new problem of Thai 
natural language processing (Thai-NLP). The secondary 
images from Flicklr8k and primary ones were used to 
construct Thai-IC corpus in this experiment. For encoder, 
the visual features from an image were extracted by Visual 
geometry group 16-layers (VGGNet-16). VGG-16 was 
pre-trained on ImageNet and fine-tuned on the local 
visuals and objects from Thai events. For decoder, Thai 
caption were generated to visual features by Long-short-
term memory (LSTM). To construct Thai-IC corpus, some 
secondary images with captions were crawled from 
Flickr8k dataset and those captions were translated to 
Thai. Other primary images with Thai texts were manually 
captioned. With the machine translation moving forward, 
the corpus can be grown by global large-scale dataset and 
multi-language captioning. To post many images on social 
media, Thai caption automatically generated by their 
visuals within an image as the trend of real-time short 
communication.  
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