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Abstract— Based on the World economic forum, there 

are 16 essential 21-century skills that consist of  

(1) literacy, (2) numeracy, (3) scientific literacy,  

(4) digital literacy, (5) financial literacy, (6) cultural and 

civic literacy, (7) critical thinking, (8) creativity,  

(9) communication, (10) collaboration, (11) curiosity,  

(12) initiative, (13) persistence, (14) adaptability,  

(15) leadership and (16) social and cultural awareness. 

The learning objectives in a curriculum/course or project 

designed for university students should be fulfilled in 

some of the 21-century skills. Based on Natural language 

processing (NLP), this paper proposed a novel Thai text 

classification for the 21st-century skills that can be seen 

as Artificial intelligence (AI) in education. An unknown 

Thai text based on an objective/purpose of the curriculum 

is classified as the one of those 16 skills using Long-

short-term Memory with Attention (ATTN-LSTM). Each 

Thai word is input to the ATTN-LSTM as learning 

parameterization. The proposed ATTN-LSTM provides 

the accuracy higher than 60%. Also, the ATTN-LSTM 

improves from baseline LSTM as 10% based on our 7,440 

raw Thai texts and the attention score helps the 

correctness classification. (Abstract) 
Keywords-Education Technology; Artificial Intelligence in 

Education; Learning Objective Design; Thai Text 

Classification; Natural Language Processing; 

I.  INTRODUCTION  

Beyond the educational output, soft (or applied) skills 
are essential for the student life style [1] in learning, living 
and working [2]. The skills should be included in all 
educational curriculums/courses or projects from the 
university for the student’s outcome. As referred to 
Sustainable development goals (SDGs) [3] with sufficient 
economy [4], being the development country or 
developing country depends on human’s survival, self-
reliance and social compatibility. And the human 
development totally concerns the education. To that end, 
education is the main factor for long-term SDGs. There are 

16 skills for the 21-century listed by World economic 
forum [5]: (1) literacy, (2) numeracy, (3) scientific 
literacy, (4) digital literacy, (5) financial literacy,  
(6) cultural and civic literacy, (7) critical thinking,  
(8) creativity, (9) communication, (10) collaboration,  
(11) curiosity, (12) initiative, (13) persistence,  
(14) adaptability, (15) leadership and (16) social and 
cultural awareness, respectively. Since the learning 
objectives are written in a curriculum or project [6-7]  
and a textual written objective is often fulfilled in one of 
those 16 skills, this paper proposes a novel Thai text 
classification for the 21st-century skills based on Natural 
language processing (NLP). NLP is proposed to make 
computer understand the language from text and/or image 
that can be applied to Artificial intelligence (AI) in 
education [8-9]. Some Thai NLP applications are machine 
translation [10], hate speech detection [11-12], COVID-19 
fake news detection [13-14], sentiment analysis [15], bully 
detection [16], automatic image captioning [17], optical 
character [18]/handwriting [19] recognition and 
handwriting generation [20-21]. Thai The NLP-based 
system is based on Long-short-term Memory with 
Attention (ATTN-LSTM). 

 
From Figure 1, the proposed paper can be abstractly 

described in 4 following steps. 
 
Step 1: A Thai raw text written in learning objective is 

input to the system. 
Step 2: The system cleans some textual data; and 

tokenizes all Thai words from the text. 
Step 3: Each word is used to compute the Attention 

score (ATTN) that measures the concerning those 16 
skills. 

Step 4: Each word with attention score is input to 
Long-short-term memory (LSTM) to classify the most 
fulfilled skill from 16 types. 

 
 
 



International Journal of Applied Computer Technology and Information Systems: Volume 11, No.2, October 2021 - March 2022 

 

63 

 

 

Figure 1.  The ATTN-LSTM Framework for Thai NLP-based Text Classification of the 21st-century Skills 

 
The contribution of this paper is (1) to apply text 

classification in 21st-century skills for classifying the 
learning objective, (2) to introduce a new NLP-based area 
in learning objective design, (3) to be an Education 
Technology (EduTech) helping the instructor for 
curriculum or project design and (4) to improve the 
baseline LSTM using ATTN-LSTM.  

The paper organization can be divided into 5 parts. 
Thai textual data preparation is in section 2. The section 3 
describes attention score. Long-short-term memory 
(LSTM) and correctness evaluation can be explained in 
section 4 and 5. And the conclusion is section 6.  

II. THAI TEXTUAL DATA PREPARATION 

This part talks about the Thai raw texts in this work. 
All Thai texts are randomly from the curriculums/course 
or projects from 38 Rajabhat universities, Thailand. This 
part can be divided into 2 sub-parts: (1) Thai textual data 
collection and cleansing and (2) tokenization. 

A. Thai Textual Data Collection and Cleansing 

All Thai raw texts are learning objectives from the 
curriculums or projects that have to be fulfilled in one of 
16 types from the 21-st century skills. Each text is a single 
sentence. All textual data collection is crawled during 
January 2013-December 2020 from Rajabhat universities 
via open data on the official websites. Rajabhat 
universities are located in many regions of Thailand that 
are the important significance to make Thailand become a 
developed country. There are 7,440 raw texts and tagged 
the 16 types of 21st-century skills by the expert. Some 

B. Tokenization 

Since Thai is an unsegmented word language, Thai 
natural language processing (Thai-NLP) in word-level 
embedding needs tokenization or word segmentation. 
Tokenization is a local optimization problem in Thai-NLP 

that is proposed to segment Thai words within a text. 

Ambiguity can be found in tokenization e.g., “หมากรอบ” 

can be “หมา-กรอบ” or “หมาก-รอบ”. In this paper, 

PyThaiNLP API [22] is conveniently used for the 
tokenization via Python.  

III. ATTENTION SCORE 

Attention score (ATTN) [23] is used to define the 
weight for each Thai word that imply the keyword related 
to one of the 16 skills for Long-short-term Memory 
(LSTM). To compute the attention score as Figure 2, the 
following steps are described. 

Step 1: Each word is input as “Input matrix 
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input multiplication as (1)-(3) 
 

iki xWk =    (1) 

iqj xWq =    (2) 

ivi xWv =    (3) 
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where ix  as a Thai word input within an Input matrix 

(an input matrix refers to a Thai text), ik , 
jq  and iv  refer 

to a value from Key matrix, Query matrix and value 

matrix, kW ,
qW  and vW  are the Weight matrices to 

compute the values 
 
Step 3: The “Attention value” is computed by (4) 

where D  is a dimension and D  is set to 1 
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Step 4: All Attention values are computed by (5) and 

all of them are summed by (6) 


= =

=
n

i

n

j

ij

ij

ij

e

e
a

0 0

   (5) 

 

( )
=

•=
n

i

ijij vay
0

,
  (6) 

 

 

Figure 2.  Attention computation (ATTN) 

IV. THAI TEXT CLASSIFICATION 

Text classification is a research area in Natural 
language processing (NLP). This paper applies NLP to 

automatically fulfil the objective learning text in the 16 
types based on the 21-century skills defined by World 
economic forum as a classification problem. This part is 
divided into (1) supervision and (2) long-short-term 
memory. 

A. Supervision 

Supervision or Supervised learning is a machine 
learning method to build a classifier. Supervision can be 
divided into 2 portions: training and testing. 

(1) Training (or classifier building) is built by textual 
data and label to teach the computer model. In this case, 
the textual data is learning objective and the label is the 
fulfilled 21-st century skills. The combination can be 
called labeled data. 

(2) Testing is a textual data input to classifier and the 
model automatically adds the label to the data. Adding the 
label is based on the labeled data during the training. 

B. Long-short-term Memory 

Long-short-term Memory (LSTM) [24] is a neural 

network that processes on sequence data. In this paper, 

the many-to-one LSTM is applied to classify the textual 

learning objectives that is fulfilled in which the21-st 

century skills from 16 types.  

LSTM is proposed to solve the vanishing gradient in 

Recurrent neural network (RNN). The architecture of 

LSTM’s hidden layer is shown in Figure 3.  

 

 

Figure 3.  LSTM Layer 

Within the LSTM’s hidden layer (LSTM Layer) as 

Figure 3, there are update gate ( u ), relevance gate ( r ), 

forget gate (
f ) and output gate ( o ). The 

tc~ , tc  
and th within LSTM Layer can be shown in (7)-(9). 
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Figure 4.  The ATTN-LSTM Framework for Thai NLP-based Text Classification of the 21st-century Skills 

V. CORRECTNESS EVALUATION 

This part talks about correctness evaluation based on 
7,440 raw texts and tagged the 16 types of 21st-century 
skills that crawled from 38 Rajabhat universities during 
January 2013-December 2020. The division of this part 
can be (1) the ATTN-LSTM evaluation and (2) 
improvement of ATTN-LSTM.  

A. The ATTN-LSTM Evaluation 

Those Thai learning objective (in form of textual data) 
with those 16 skills (in form of labels) are trained to the 
classification model. And some textual data without labels 
are tested to make the classifier automatically tags the 
skilling type. Thai text classification in each type is 
evaluated by recall and precision by (10)-(11).  

 

FNTP

TP
recall

+
=     (10) 

FPTP

TP
precision

+
=    (11) 

 
From Figure 5, the highest results in recall are  

(5) financial literacy and (6) cultural and civic literacy (as 
100% recall) from the 21-century skills. The highest 
precision result is (6) cultural and civic literacy. The 2nd 
highest precision results are (7) critical thinking  
and (8) creativity. We have seen that most Text from  
(6) cultural and civic literacy in curriculums or projects 
from Rajabhat universities are clear written learning 
objectives. Moreover, some skills are really similar. For 
example as (12) initiative, (12) initiative and (8) creativity, 
(12) initiative and (15) leadership are often mistakes. 
There are other similarities such as (6) cultural and civic 
literacy and  
(10) collaboration. The good objectives written Thai text 
as examples for the Artificial intelligence will make the 
model provide the higher correctness.  

B. Improvement of ATTN-LSTM  

The proposed ATTN-LSTM is also compared to a 
baseline LSTM. The accuracy can be computed by (12). 
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+++
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From Table 1, the ATTN-LSTM score improves the 

accuracy higher than the baseline model as 10%. Since the 
ATTN helps to compute the weight score before Thai text 
classification by LSTM, especially in a thousand textual 
data rows with Thai written-style variability. 

TABLE I.  TABLE TYPE STYLES 

Classifier Accuracy 

LSTM 0.57 

ATTN-LSTM 0.62 

VI. CONCLUSION 

This paper applies Thai text classification as one of 
Natural language processing (NLP) techniques to classify 
the type of Thai textual learning objective, based on the 
21st century skills from Word economic forum. The 
labeled data is 7,440 raw Thai texts with tagged skills from 
38 Rajabhat universities during January 2013-December 
2020. The tokenization (or word segmentation) in Thai 
text is done by PyThaiNLP library. And the baseline 
Long-short-term Memory (LSTM) can be improved by 
Attention score (ATTN) as 10%. The correctness of labels 
in raw texts totally affects the correctness classification. 
For future work, higher quality of labeling should be 
provided together with synonyms and antonyms. And the 
Transformer-based models like BERT, T5 or GPT-3 can 
synthesize a new written styles. For example, Thai 
learning objective is input to the model; the model can 
synthesize a new Thai text styles as an output with the 
same meaning of textual input. 
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Figure 5.  Recall and precision evaluation in Thai text classification based on the 21st-century skills 
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