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Abstract
This research was conducted to develop a system for 

data retrieval stored in the form of questions and answers 
by the Long text Matching for facilitate to user in  
Vanich International Co., Ltd. Make Index from word 
that consist from  Long text Matching process by the 
Inverted Indexing. Sort and search output by Vector 
Space Model(VSM). The experimental results of 100 
questions process by 50 queries using Cosine formula. 
The result is 87.50 percent of the precision, 89.70 
percent  of the recall, and  85.50 percent of accuracy by 
F-measurement.
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1. Introduction
Vanich International Co., Ltd., Thailand has been 

used Google Drive for storage and retrieval of 
knowledge system. When data has large size, Google 
Drive will inconvenient for retrieval knowledge .
Therefore ,development of knowledge retrieval system
and show output in the form of questions and answers 
for increase quality of knowledge retrieval. The system 
is develop VB.Net language and cut words by Long text 
Matching, then make Index from word that consist from  
Long text Matching process by the Inverted Indexing.
User can retrieval any words in question. System will 
show question list , example question that has words 
retrieval by user and link to show answers. System 
admin must add keywords, Question and Answer to 
system before user used system 

2. Theory and Related Research
2.1 Theory

Information Retrieval is process that manages
the representation, storage and access of document or 
data.

Information Retrieval System is tool that link 
between user and Information Collection. The purpose is 
retrieval from large data with high quality. Nowadays, 
Retrieval system is importance factor of IT SYSTEMS.
Example Search Engine and knowledge retrieval system 
of national library. 

Question-Answering System is one type of 
Information Retrieval was a request (Query) in form of 

natural language, and got correct and fast answer results. 
The process of information retrieval system selected and 
retrieved only information that user needs. The main 
concept is focus on the comparative importance of the 
documents, and term from users (Keywords Matching). 
The components of this information retrieval system are 
divided into two steps. Detail is in Figure 2-1) [1].
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Figure 1**Architecture of retrieval system[5]

2.2 Inverted Indexing 
Inverted File Index structure is favor method for 

general retrieval system because it has high quality in 
velocity and save space. Inverted File Index structure is 
consist by 2 elements [2].
- Words : All words in document.
- Document list : The document that include word.

Example Structure of Inverted File Index in Figure2
Document1 has “work”.
Document 2 has “word and finance”

Figure 2  Create index by Inverted File Index [3] 
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2.3 Vector Space Model  
We use words from document rearrange into a 

vector format, each vector represented words in each 
documents. They compared the similarities of each 
document by measuring angle between vectors axis 
using cosine formula or dot product to measure angle of 
differences. From results, lower value showed 
similarities of result [4].

The cosine value is between 0 and 1. If the cosine 
is 0, it means no similarity. But if cosine value is 1, it 
means that document was very similar, as shown in 
Figure 3.

X is the horizontal main axis.
Y  is the main vertical axis.
Doc 1 is words in a document 1 that has been 
sorted into a vector format.
Doc 2 is words in a document 2 that has been 
sorted into a vector format.
“q” is query terms of user retrieval.

90
o

q

Doc 1
X

Y

cos (90) = 0

เอกสาร 1 และ query จากผูใ้ช ้

ไม่มีความคลา้ยคลึงกนั

Figure 3: Document is not resembled with Query.
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Figure 4: Document is most resembled with Query.
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Figure 5: Query was resembled to the Doc 1 less than 
the Doc2.

The retrieval system will showed results from 
high to low similarity scores between correlation of 
queries and documents of cosine or dot-product of vector 
of Vector Space Model. 

TF is frequency of retrieval term.

TF (t in d) = ��������	
 ( 1 )

IDF(t) is the frequency of retrieval term show in 
documents

IDF (t) = 1 + log � ������
���������� ( 2 )

by numDocs = number of document
docFreq = number of document that include t word

Find weight form formula below.
weight = TF * IDF                              ( 3 )

So, the order of document from 1 to N will assign as Doc 
and write in the matrix system as below.

Table 1: Sort Weight of words in each document.
Term 1 Term 2 Term 3 … Term n

d1 w 1,1 w 1,2 w1,3 … w1,n
d2 w 2,1 w2,2 w2,3 … w2,n
… … … … … …

dN wN,1 wN,2 wN,3 … wN,n

Table 1 showed results of weight of word in 
each documents and change in to vector format as 
below; 
Vector of document 1.

{ w1,1 , w1,2 , w1,3, … , w1,2n}
Vector of document 2.

{ w2,1 , w2,2 , w2,3, … , w2,2n}
Vector of document N.

{ wN,1 , wN,2 , wn,3, … , wn,n}
Docj  can wrote in to

Similarity calculation is similarity score

In case of q show same direction as dj will got 
cosine = 1, that is maximum of  matched. If q has angle 
of 60 degree dj will got cosine = 0.5. If q has angle of 90 

degree dj will got cosine =0 , that is unmatched. 
For sorting document based on similarity from 

1 to N and the results will use to compare by dk
important ranking than sequences of   dj e.g. Sim (q, dk)
>Sim (q, dj).

(1) 

(2) 
(3) 
(4) 

(5) 

(6) 
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3. Testing
3.1 System Design

System was developed under web application in 
VB.Net language using POI library from Apache 
Software Foundation. Cut word process used 
ThaiAnalyzer library for Thai language and used word 
database from Lexitron Dictionary from National 
Electronics and Computer Technology Center 
(NECTEC). Use Lucene library from Apache Software 
Foundation for create index and retrieval information to 
cut word by Long text Matching ,then find TF and
Weight to save in to database.

Figure 6: Workflow processes of the Knowledge 
Retrieval System

Figure 7: Screen shows all question in system (Admin).

Figure 8: Screen shows result of question search 
(Admin).

Figure 9: Screen shows result of question search (User).

Figure 10: Pop up shows question and answer

5. Conclusion
Knowledge retrieval system based on VSM is 

tested by 100 questions process by 50 queries using 
Cosine formula. The result is 87.50 percent of the 
precision, 89.70 percent of the recall, and 85.50 percent 
of accuracy by F-measurement.
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