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Abstract Oftentimes, patients took their facial images to 
be recommended by the doctor about the cosmetic surgery
across the official social media. The doctors could 
classified the skin disease type and remedy as the new 
normal. This paper introduced the acne localization and 

recommendation. The proposed system was based on 
You only look once version 3 (YOLOv3) that was fast 

and high correctness in both position detection and acne 
name recognition. This facial acne localization and 

cosmetic surgety recommendation: (1) Conglobata, 
(2) Nodular, (3) Comedone, (4) Pustule, (5) Papule, 
(6) Blackheads and (7) Whiteheads. For the contribution, 
this showed a concrete practice to adopt deep learning in 
surgery industry. It is possible to use artificial general 
intelligence (AGI) to leverage the remedy
recommendation process in cosmetic surgery industry by 
any AGI start-ups. (Abstract)

Keywords-Skin Disease Detection; Facial Analytics; 
Cosmetic Surgery Recommendation; YOLO; Acne Detection
(key words) 

I. INTRODUCTION 

Cosmetic surgery is one of health and medical industry 
that has been grown rapidly in Asia, especially in ladies.
The purpose of surgery could be facelift, whitening,
vanity, and wrinkle or acne removal As to the new 
normal, the patients often sent their facial images to the 

surgery recommendation. To dive into those facial images, 
there were so many facial acne images to be considered by 
the doctor. It was possible to leverage this manual 
recommendation by the help of computer vision [1].
There were so many computer vision applications, e.g., 
food classification [2-5], gesture recognition [6-8],
agricultural applications [9-11], wild scene text detection
[12-13], tourism recommendation [14-16], culture and arts
[17-20], remote sensing [21-22], and HR Intelligence [23].

Face analytic [24] was a type of computer vision that there 
were 4 normal applications: (1) face recognition, (2) facial 
landmark recognition, (3) face verification, and (4) face 
synthesis. Face recognition was proposed to find what 
facial image type was. To localize the eyes, ears, nose, and 
mouth were in facial landmark recognition. Face 
verification was differ from face recognition. The 
verification was to find whose facial image was. And face 
synthesis was to generate the new facial images by 
generative models. For the acne analytics, the literature 
could be categorized in skin detection [25], skin care 
product recommendation [26], or acne detection [27-28]. 

(a) Conglobata (b) Nodular

(c) Comedone (d) Pustule

(e) Papule (f) Blackheads

(g) Whiteheads

Figure 1. The 7 facial acne types in this paper

For the contribution, this paper extended the previous 
acne analytics coupled with face recognition to design the 
acne localization and recognition through the facial image 
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to automatically detect the position of acnes; and classify 
what name of each acne was. This system covered 

(3) Comedone, (4) Pustule, (5) Papule, (6) Blackheads and 
(7) Whiteheads, as shown in Fig.1. The proposed facial 
acne localization and recognition wa
look once version 3 (YOLOv3 [29] that was one-stage 
object detection. One-stage object detection did not 
compute the region, while two-stage object detection [30]
(e.g., Faster R-CNN [31]) have the region of object. The 
correctness of one-stage object detection could be 
comparable to two-stage ones but faster.

Furthermore, this facial acne detection as one of 
computer vision could be coupled with natural language 
processing [32-35] to be applied text captioning [36] to 
generate text of image [37] and/or text to image methods 
(e.g., Imagen [38], Stable Diffusion [39], DALL-E [40-
41], Make-a-scene [42]) to draw facial acne images from 
text by artificial general intelligence (AGI). For example, 
the AGI might get the facial acne image; and generate the 
facial image without acne to make patients see their faces 
after the remedy.  

This paper was organized into 4 parts. The part 2 
talked about facial acne localization and recognition. The 
acne detection results were in part 3. And part 4 was 
conclusion.

II. FACIAL ACNE LOCALIZATION AND RECOGNITION

The proposed facial acne detection (localization and 
recognition) i

[29] that is such a one-stage object 
detection.YOLOv3 is extended batch normalization
(BatchNorm) [43] for feature modification and k-means 
algorithm for bounding box with dimension prior from 
YOLOv2 and also added Residual Network (ResNet) [44]
for skip connection, as shown in Fig.2.

Figure 2. Facial acne localization and recognition based on YOLOv3

A. Acne Detection

The facial acne detection by YOLO consists of 

localization and recognition that the loss function ( AcneL )

can be defined by (1)

yyLBBLL cognitionpaonLocalizatiAcne ,, Re (1)

where pa BB , are the actual bounding box and 

predicted one, onLocalizatiL is the localization loss, 

yy, are the actual acne type and predicted acne type, and 

cognitionLRe is the recognition loss.

The composition of basic YOLO [45] is bounding box, 
intersection over union, anchor box and non-max 
suppression (NMS).

1) Bounding Box refers to the localization box as the 

hw bb , width and 

length of the box, and yx bb , the first pixel position of the 

target acne object within the image in yx,

2) Intersection over Union ( pa BBIoU , ) is a ratio 

function to measure the the intersection of pa BB , per the 

union of  pa BB , as in (2)

pa

pa
pa BB

BB
BBIoU , (2)

3) Anchor Box is the box selection of the interesting 
objects.

4) Non-max Suppression (NMS) is technique to 
combine many common areas from different anchor boxes 
into one, as in Fig.3.

Figure 3. Non-max suppression (NMS)

B. Batch Normalization

The basic normalization [43] is proposed to make the 
center of data is at 0,0 , in Fig.4.
Batch Normalization (BatchNorm) is to adapt the input 
feature value into the zero center before processing by 
neural network.

2

,
,

jji
ji

x
x (3)

where jiji xx ,, , are new feature value and old value, 

2,j the average and variance of all features in the 
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same batch, ji, the order of dataset and batch, and is 
the bias

The dimensional output of BatchNorm ( jid , ) can be 

defined by (4), where and 

2

,
,

jji
ji

x
d (4)

Figure 4. The concept of batch normalization (BatchNorm)

C. Residual Network

Residual Network (ResNet) [44] was the winner of 
ImageNet Large Scale Visual Recognition Challenge 2015 
(ILSVRC 2015). The key concept of ResNet is skip 
connection, coupled with element-wise addition and 
BatchNorm with ReLU activation function.

Figure 5. The architecture of residual network (ResNet)

D. K-means Algorithm

K-means algorithm is an un-supervised clustering 
technique to group all features into k groups by 
considering distance or similarity. The 2 different features 
having the less distance should be grouped into the same 

group (the more distance grouped in the different group). 
In contrast, the 2 ones having the more similarity should 
be grouped into the same group (the less similarity 
grouped in the different group). YOLOv2 (or YOLO9000) 
[45-46] and YOLOv3 [29] apply K-means for bounding 
box with dimension prior.

III. THE ACNE DETECTION RESULTS

The results of facial acne detection could be divided 
into localization and recognition. The annotation software 
used was LabelIMG [47] for adding the acne type to each 
image. And the YOLOv3 learning those images with 
annotations ran on Google Colab (based on the version 3 
available in TensorFlow).

A. Experimental Settings

All 2,304 facial acne images were firstly combined and  
that covered 7 acne types: (1) Conglobata, (2) Nodular, 
(3) Comedone, (4) Pustule, (5) Papule, (6) Blackheads 
and (7) Whiteheads. Since the privacy of person 
identification and computational reduction, some facial 
landmarks (e.g., hair, ears, eyes, nose, mouth) were 
reduced. 

Since the proposed system was a full-supervised 
learning that needed both data with annotation (or 
labeling), all 1,920 acne images were manually annotated 
the acne types using LabelIMG [47]; and stored in 
training folder. And all acne types were stored in the 
format of xml file. The 234 images were stored in 
validation one. Each folder had annotations and images. 

To model the facial acne detection, the YOLOv3 learnt 
all acne types from the image data with annotations that 
ran on Colab cloud; the loss acceptance in (1) was set as 

equal or higher than 60 ( 6.0AcneL ). The ratio between 

training and validation was 80:20. 

B. Acne Detection Results

Some experimental results were shown in Fig.6. The 
overall detection (localization and recognition) was in the 
high level of correctness. The proposed facial localization 
and recognition can be a cosmetic surgery 
recommendation on the 7 acne type domain in order to the 
medical online service.

TABLE I. THE FACIAL ACNE LOCALIZATION COMPARRSION

One-stage Object Detection
Localization

(mAP)
Speed
(FPS)

YOLO9000 [46] 31.6 42

SSD [48] 39.4 63

YOLOv3 [29] 42.2 58

For the acne localization, the mean average precision 
(mAP) and flop per second (FPS) were used and compared 
to other methods. The localization result found that 
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YOLOv3 [29] was the highest mAP (under the 
5.0IoU ) and also the acceptable speed in term of 

FPS. Since the mAP of Single-shot Detector (SSD) [48]
could be compared to YOLOv3, it seemed take more 
processing time in term of FPS. Meanwhile, YOLO9000 
[46] was faster than YOLOv3 but the localization 
correctness was very low and unacceptable, as shown in 
Table I.

Figure 6. Some experimental results

For the recognition, the overall recognition in 7 facial 
acne types was shown in Fig.7. The Whiteheads was the 
highest accuracy since it was physical unique. While 
Comedone was only 0.74 of accuracy, this might be the 
resolution and appearance, and less number of samples. 

Figure 7. The 7 acne types recognition results in accuracy

IV. CONCLUSION

As referred to the automatic recommendation on 
cosmetic surgery, this paper introduced the facial acne 

ce 

images that covered 
Conglobata, (2) Nodular, (3) Comedone, (4) Pustule, (5) 
Papule, (6) Blackheads and (7) Whiteheads, respectively. 
Acne localization results were measured by mean average 
precision (mAP) and flop per second (FPS), while the 
recognition was done by accuracy. 

For future extensions, this facial acne detection could 
be coupled with natural language processing (NLP) to be 
applied the automatic text captioning of image. Moreover, 
text to image (or image synthesis) methods (e.g., Imagen, 
Stable Diffusion, DALL-E, Make-a-scene) can be adopted 
to synthesize facial acne-reduced images from a raw text 
to make patients see their faces after the remedy easily.  
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