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Abstract—This paper contributed a legal AI for Thai 

academic obligation domain, named ThaiAcadLaws as a 

new paradigm of Thai-NLP research areas. Since the 

academic obligation defined by Thai higher education had 

5 tasks: teaching, researching, academic service, cultural 

art preservation and other tasks, ThaiAcadLaws 

architecture consisted of text-to-text translating encoder 

and GPT-3 fine-tuning decoder was designed for 

classifying those 5 target classes. The obligation data was 

2,560 Thai texts. Each class had 512 texts.  The text-to-

text translating encoder was based on SCB-MT-EN-TH 

2020 zero-shot learning to translate the text, while GPT-3 

fine-tuning decoder was few-shot learning from the 

translated text. The state-of-the-art results were 0.75 

averaged accuracy for legal text classification. (Abstract) 
Keywords-Thai Text Classification; Legal AI; Fine-tuned 

GPT-3; Legal Informatics; Few-shot learning (key words) 

I.  INTRODUCTION  

Legal informatics has been defined by the American 
Library Association (ALA) as the use of computer 
technology to automate legal tasks or environments [1]. In 
the artificial general intelligence (AGI) era, computers 
with big data are affected by not only office automation 
with documentation or web-based information systems but 
also autonomous intelligence with expert and 
recommender systems [2], as “legal AI”.   

All verdicts of the Thai Dika Court were initially 
collected systematically in a TCXML web-based 
application and dataset [3]. Legal informatics was changed 
from conventional web-based applications to semantic 
webs that use ontology as a knowledge-based system. 
Ontology was designed to conveniently facilitate text 
retrieval [4] in the form of law knowledge [5] and/or 
supreme court sentence retrieval [6] (text retrieval was the 
main originality of “prompting” or “prompt engineering” 
in the AGI era). Some researchers used the ATOB 
algorithm [7–8] to create the ontological structure for legal 
informatics. In big data analytics, there were so many legal 
reasoning experts [9–10] and/or illustration systems  

[11–12]. As to the machine learning algorithms, the 
TCXML dataset was modeled to discover the main 
knowledge of legal reasoning [13] in 2008, and the GUI 
was used as a decision support system for lawyers [14]. 
Artificial neural networks (ANNs) were so powerful for 
identifying criminal law sentences [15–16] that they 
played the main role in deep learning. In the deep learning 
era, a Bi-GRUs with Attention layer was used to predict 
the court’s judgment [17], which was adapted from natural 
language processing (NLP) with embedding techniques to 
formulate each word or phrase into a vector representation. 
In 2023, the transfer adaptation learning of large language 
models (LLM) was first applied to a law retrieval system 
with text augmentation based on few-shot fine-tuning in 
the downstream task [18].  

 

 

Figure 1.  ThaiAcadLaws architecture, the input is a Thai text (T)  

to define the probaility of academic obligation domain 
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To another move on, this paper contributed a novel 

“ThaiAcadLaws” to classify the 5 academic obligations in 
Thailand (teaching, researching, academic service, cultural 
art preservation and other tasks), based on 2,560 Thai 
texts. The academic obligation laws were used by the 
69,000 lecturers in the Thai higher education system. A 
Thai text input was fed into the text-to-text translating 
encoder based on the SCB-MT-EN-TH-2020 transformer 
[19]. And the fine-tuned GPT-3 decoder [20] classified the 
target class from the translated text. To the best of our 
knowledge, this paper was intentionally proposed to the 
three main contributions. 

- This paper firstly introduced a novel ThaiAcadLaws 
for the academic obligation domain. 

- The GPT pre-trained model with NLP was used for 
fine-tuning inThai laws data. 

- ThaiAcadLaws would be one of Thai legal AI 
applications in Thai language and NLP. 

The organization of this paper was Thai-NLP towards 
legal AI in the section 2. Section 3 explained 
ThaiAcadLaws architecture. The experimental results and 
conclusion were in section 4 and 5. 

II. THAI-NLP TOWARDS LEGAL AI 

Prior to Thai natural language processing (Thai-NLP), 
computers and Thai languages [21] had been research 
topics for more than 20 years. Initially, the research vision 
was to originally make computers process the information 
in Thai, especially Thai optical recognition (Thai-OCR) 
and Thai fonts [22-23]. Some algorithms were proposed 
for Thai-OCR problems; Bi-LSTMs with connectionist 
temporal classification (CTC) showed the state-of-the-art 
report [24]. Since Thai-OCR seemed to be no longer 
challenging (as well as the Captcha was disrupted by the 
reCaptcha [25]), Thai handwritten recognition was later a 
main local problem. BEST hackathon [26] has been still 
organized by Thailand’s National Electronic Computer 
and Technology Centre (NECTEC) for challenging Thai 
researchers and students to compete with their designed 
handwritten recognition algorithms as a new way of 
preserving language in digital form. Toward generative 
artificial intelligence (GenAI), those Thai handwritten 
characters were not only recognized but also generated, 
called ThaiWritableGAN [27], which could be a new 
hackathon to allow Thai researchers and students to 
compete their proposed Thai calligraphic algorithms. 

In the AGI age, Thai-NLP was to make computers not 
only retrieve Thai textual information but also understand 
the textual Thai language. S-Sense [28] was a Thai text 
classification baseline for sentiment analysis, developed by 
NECTEC researchers. Several Thai text classification 
applications were available based on Thai texts, e.g., fake 
news detection [29-30], soft skills classification [31], HR 
intelligence [32], Thai stock sentiment classification [33], 
and hate speech detection [34-35]. Some researchers 
further applied Thai-OCR with text classification [36] to 
detect hate speech from memes. Image and textual caption 
were in a strong relationship, and the computer algorithms 

could learn and understand the image content from a 
caption. There were many million images without Thai 
captions (as well as captions without images). Thai image 
captioning (Thai-IC) was first proposed to solve this crisis 
problem [37] by VGGNet-LSTM (with a little vanishing 
gradient), and the gradient was fixed by the Transformer 
encoder [38]. As to the enhanced image captioning, the 
Thai prompt was designed to create an image [39] (called 
“Thai text-to-image”) based on a pre-trained language 
model (pLM) with stable diffusion. Thai-IC was not only 
an image-text relationship but also a Thai textual song 
lyrics recommender system [40].  

The introduced ThaiAcadLaws was such a Thai text 
classification towards legal AI that was proposed to make 
computer understand Thai text content (as well as [17]). 
Since there were many researches in Thai legal 
informatics, most of them were just information retrieval 
based on ontology by textual query (but not from the text 
understanding). This paper proposed a deep learning 
algorithm to identify the 5 academic obligations based on 
the Thai text input. 

III. THAIACADLAWS ARCHITECTURE  

ThaiAcadLaws architecture was shown in Fig.1. The 

academic obligation data was firstly collected. Then, 

those data was to text-to-text translating encoder based on 

SCB-MT-EN-TH-2020 zero-shot learning; and it was 

finally sent to GPT-3 fine-tuning to classify the target 

class.   

A. The Academic Obligation Data  

There were 2,560 Thai texts used in this paper that 
were crawled and cleaned based on the university projects’ 
topics and/or their projects’ purposes during the 2015–
2021 annual project report. There were 5 target classes that 
consisted of teaching, researching, academic service, 
cultural art preservation, and other tasks. Each Thai text 
was manually supervised or tagged by a human. Each 
target class had 512 texts, by (1). The target classes were 
academic obligation domains that were used by the 69,000 
lecturers as the main laws of the Thai higher education 
system.  
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B. Text-to-Text Translating Encoder 

SCB-MT-EN-TH-2020 transformer was used as text-

to-text encoder to translate Thai (T ) to English (T̂ ).  
 
 



International Journal of Applied Computer Technology and Information Systems: Volume 13, No.1, April 2024 - September 2024 

 

3 

 

Text-to-text translating encoder in ThaiAcadLaws’ 

architecture ( )(_2 •erTransEncodTT ) was direct 

zero-shot learning that did not need tokenizing algorithm 
to segment words in Thai text; and represent Thai word in 
term of vector (Thai Word2Vec). All 2,560 Thai texts 
were fed to text-to-text translating encoder, defined by (2). 
And those Thai texts with their target classes were later 
fed to GPT-3 fine-tuning decoder (or few-shot learning) in 
Fig.2.  

 

)(_2ˆ TerTransEncodTTT =   (2) 

 
Originally, the SCB-MT-EN-TH-2020 transformer was 

[19] an open large-scale machine translation that had 
1,001,752 Thai-English parallel corpus, collected from and 
curated from various secondary sources, including 
Wikipedia, news, SMS messages, dialogs, web-crawled 
data, and government documents (available at 
https://huggingface.co/datasets/airesearch/scb_mt_enth_20
20). The machine translation was evaluated by the 
universal sentence encoder multi-lingual (USEM) and 
bilingual evaluation understudy (BLEU).  

 

 

Figure 2.  GPT-3 Fine-tuning (or few-shot learning) after text-to-text 

translating encoder by SCB-MT-EN-TH-2020 zero-shot learning 

C. GPT-3 Fine-tuning Decoder  

The generative pre-trained transformer (GPT) [41] was 
just a decoder in Transformer with 12 layers, called the 
“autoregressive language model” that was defined by (3).  

( )
=

=
)(

1

)ˆ|ˆ(log)ˆ(log
tn

i

ii ttPTP     (3) 

where ]ˆˆ,ˆ[ˆ
)(,...,21 tntttT =  in a text T̂ , 

it̂  was the 

previous token before token 
it̂  that could be illustrated in 

Fig.3. 
 

 

Figure 3.  GPT autogressive large language model 

 
GPT was pre-trained by 40 GB of text data from the 

book corpus in 117 million parameters. GPT-2 [42] was 
trained on a much larger dataset of 8 million web pages 
(40 GB of text) from the internet with 1.5 billion 
parameters. GPT-3 [20] was trained on 570 GB of text 
data from diverse sources with 175 billion parameters, 
which was much larger than GPT-2, which was scaled up 
to a 96-layer Transformer architecture. This paper applied 
GPT-3 as fine-tuning decoder, as shown in Fig.4. 

 

Figure 4.  GPT-3 architecture as ThaiAcadLaws fine-tuning (or few-

shot) decoder 

IV. EXPERIMENTATIONAL RESULTS 

ThaiAcadLaws architecture was designed to classify a 
Thai text in 5 different target classes: teaching, 
researching, academic service, cultural art preservation, 
and other tasks. The encoder architecture was measured by 
BLEU and the decoder was done by accuracy. 

A. Zero-shot encoder’s BLEU  

The bilingual evaluation understudy (BLEU) measured 

the adequacy and fluency of translated text ( T̂ ). BLEU 
compared between machine and human translation.  
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The BLEU results was shown in Table 1 that adopt 
precision metrics in n-Gram model (where n  =1, 2, 3, 4), 

by (4) 

TABLE I.  ENCODER BLEU COMPARRISON BETWEEN N-GRAM 

n-Gram Zero-shot Encoder 

BLEU-1 0.72 

BLEU-2 0.58 

BLEU-3 0.46 

BLEU-4 0.31 

B. Few-shot decoder’s Accuracy  

The GPT-3 fine-tuning (or few-shot learning) decoder 
was proposed to classify a translated text into 5 target 
classes that was measured by accuracy in (5). 

 

FNFPTNTP

TNTP
Accuracy

+++

+
=   (5) 

 
The classification results was shown in Table 2. The 

“Researching” obligation was the highest accuracy since 
the task was clearly different from other obligations. 
Academic service and teaching sometimes seemed to not 
be different. However, other tasks were the lowest 
accuracy as many texts were not clear definition of tasks. 

TABLE II.  DECODER ACCURACY RESULTS 

Obligation Few-shot Decoder 

Teaching 0.75 

Researching 0.85 

Academic service 0.71 

Cultural art preservation 0.78 

Other tasks 0.67 

Average 0.75 

V. CONCLUSION 

Since Thai academic staffs had to do 5 legal 
obligations consisted of teaching, researching, academic 
service, cultural art preservation and other tasks, this paper 
contributed ThaiAcadLaws architecture to classify a Thai 
text into 5 target classes. ThaiAcadLaws had text-to-text 
encoder based on SCB-MT-EN-TH-2020 transformer for 
zero-shot translation. And GPT-3 fine-tuning decoder for 
few-shot classification, respectively. The encoder and 
decoder were measured by BLEU and accuracy. The 
BLEU was evaluated in different n-Gram. And the 
averaged accuracy was 0.75. For future works and 
extensions, the text preparation with synonyms could be 
directly represented by a vector that might be leverage the 
higher accuracy. 
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